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Abstract

Despite the advancements in technologies for maritime navigation, maritime acci-

dents are still a big problem in the industry. Extensive research has been done to

study these accidents and try to find solutions to avoid them, but no research has

tried to apply Explainable AI approaches to navigational data.

The goal of this thesis is to produce a predictive deep learning model to study

navigational data and use attention mechanisms to identify seafarer behaviors which

could lead to accidents during the ship’s navigational operations.
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Introduction

In the past years, maritime navigation is a sector that has kept growing, with a world

fleet today that is almost three times what it was at the beginning of the century

(Fig.1.1).

Figure 1.1: Size of the World Fleet for merchant ships above 100 Gross Tonnage
per primary vessel type (in Millions of dead-weight tons). Source : [1]

With the number of ships sailing globally increasing, accidents are increasing

too, and while the numbers are not growing at the same speed, the growing size of

the ships means that the scale of the accidents is becoming larger too.

In the last decade, navigation in the Baltic Sea alone represented 15% of cargo

transport worldwide[2], and has resulted in about 150 shipping accidents every

year[3], causing financial losses, but more importantly costing human lives and

causing dramatic environmental issues through pollution. Maritime safety is a very

important topic for all neighboring countries and extensive research is led to try to

reduce the number of accidents.[4]
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1.1 Motivation

The goal of this thesis is to suggest a new approach for reviewing maritime ac-

cidents, using LSTM Neural Networks to analyze navigational data where ships

involved in an accident have been isolated, to build a deep learning model capa-

ble of predicting seafaring behaviors that might lead to accidents (referred to as

risk-prone behaviors) and using attention mechanisms to extract the features of said

behaviors and translate them into general understanding, possibly allowing us to

pass that information to sailors as behaviors to avoid when at sea.

1.2 Thesis outline

This introductory chapter presents general information about the thesis, its back-

ground as well as the purpose of the study presented. The next chapter will be ded-

icated to describing the concepts used to carry out this work. Chapter 3 will give

details about the data sources used for this study and the resulting dataset to train the

model, and then describe the implementation and architecture of the network. The

results of the attention mechanisms will be studied in Chapter 4 and their validity

will be discussed in Chapter 5 which will serve as conclusion and summarize this

study’s findings.
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Theory

The goal of this chapter is to present the concepts of maritime navigation monitor-

ing used in this study, and the relevant actors in this field, as well as present the

techniques used to create our system.

2.1 Maritime navigation data

This section will be presenting the kind of navigational data used in this study and

the organism providing this data to us.

2.1.1 AIS Data

Automatic Identification Systems (AIS) are a standard of maritime navigation iden-

tification. The International Maritime Organisation requires that every ship carries

equipment capable of sending standard information to the surrounding ships and to

coastal authorities, as well as receive this information from other ships themselves.

This regulation is in effect for cargo ships (300 or more gross tonnage for inter-

national transport and 500 or more gross tonnage for non-international transport)

as well as all passenger ships (regardless of their size). The European Union also

requires all ships longer than 15 meters to comply with these regulations.

These regulations only enforce the use of vessel-based AIS transceivers, which

should be sending information continuously, and at least comply with the specifica-

tions of "Class A transceivers"; Very High Frequency (VHF) transceivers composed

of a VHF transmitter, two VHF Time-Division Multiple Access (TDMA) receivers,

one VHF Digital Selective Calling (DSC) that use the sensors of the ship to col-

lect the information (excepted for the time synchronization which is assured via an

internal time base, synchronized to a global navigation satellite system (e.g. GPS)

receiver).[5]

The data sent by Class A transceivers is separated into two parts. One is sent

every 2 to 10 seconds, and it contains the fields (detailed in table 2.1). This one does

not have a full timestamp; for completeness, it must be combined with the second
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Vessel Maritime Mobile Service Iden-
tity (MMSI)

A unique identification number that is
different from the IMO number

Navigation status E.g. "at anchor", "under way using en-
gine(s)", "not under command", etc.

Rate of turn right or left, from 0 to 720 degrees per
minute.

Longitude to 0.0001 arcminutes
Latitude to 0.0001 arcminutes
Speed Over Ground (SOG) Speed of the ship when removing the

effects of the currents; in knots : 0.1-
knot (0.19 km/h) resolution from 0 to
102 knots (189 km/h)

Course Over Ground (COG) Direction in which the ship is moving
when taking into account the effects of
the current; relative to true north to 0.1°

True heading 0 to 359° (for example from a gyro
compass)

True bearing at own position 0 to 359°
UTC seconds The seconds field of the UTC time

when these data were generated

Table 2.1: Standard Class A AIS position report[6]

IMO ship identification number A seven digit number that remains un-
changed upon transfer of the ship’s reg-
istration to another country

Radio call sign International radio call sign, up to 7
characters, assigned to the vessel by its
country of registry

Name 20 characters to represent the name of
the vessel

Type of ship/cargo
Dimensions of ship to nearest meter
Location of positioning system’s an-
tenna on board the vessel

in meters aft of bow and meters port or
starboard

Type of positioning system such as GPS, DGPS or LORAN-C.
Draft of the ship vertical distance between the waterline

and the bottom of the hull; between
0.1–25.5 meters

Destination max. 20 characters
ETA (estimated time of arrival) at des-
tination

UTC month/date hour:minute

High precision time request Optional field a vessel can use to re-
quest other vessels provide a high pre-
cision UTC time and datestamp

Table 2.2: Standard Class A AIS static data report[6]
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one which is sent every 6 minutes and contains more static data about the ship (as

detailed in table 2.2).

Class B transceivers send the same kind of data, but they limit their standard

position report to MMSI, time, SOG, COG, longitude, latitude and true heading,

and send it at a different rate depending on the SOG (every 3 minutes for speeds

under 2 knots, and every 30 seconds for greater speeds), the same data presented in

Table 2.1 is sent as Extended Position Report upon request from coast stations. The

static data report uses the same 6 minutes interval as Class A and brodcasts MMSI,

boat name, ship type, call sign, dimensions and equipment vendor id.

The fact that these transceivers are mandatory means that in theory, when col-

lecting the signals in a set area, we should have complete information about the

boats navigating through it during the observation period.

However, ultimately, it is up to the observer to decide what part of the data is to

be saved in their database. Not all of them register the complete information, and it

is often limited to the parts of the data that are common between all classes of AIS,

so we might be limited depending on what features our data sources have decided

to keep.

This data is only partly openly available online. Actually, the Maritime Safety

Committee (MSC) has been condemning the publication of AIS data to the World

Wide Web and encourages its Member Governments to actively discourage it as

well. The MSC argues that the public availability of such data is detrimental to the

safety objectives of the organization and contrary to its safety measures.[7]

Despite that, there are many applications using either openly available AIS data

or data provided by safety organisms. These application range from vessel tracking

via data mining[8] or visualizations[9] to navigator behaviors pattern mining[10].

2.1.2 HELCOM

The Baltic Marine Environment Protection Commission, also known as the Helsinki

Commission or HELCOM is an organization that cooperates with organizations gov-

erned by the signers of the Helsinki Convention on the Protection of the Marine

Environment of the Baltic Sea Area1.

HELCOM has various missions around maritime environment protection, based

on the Baltic Sea Action Plan, and its vision of "A healthy Baltic Sea environment,

1The 9 countries with a coast on the Baltic Sea : Denmark, Estonia, Finland, Germany, Latvia,
Lithuania, Poland, Russia and Sweden, plus the European Union signing as a separate entity
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with diverse biological components functioning in balance, resulting in good en-

vironmental/ecological status and supporting a wide range of sustainable human

economic and social activities". Among its numerous missions, HELCOM works

with the International Maritime Organization to monitor shipping activities in the

Baltic sea which could have an environmental impact , and this implies aggregating

data from all member countries for reporting, among which we can find AIS data.
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2.2 Machine Learning

This section lays out what we describe as Machine Learning and presents the dif-

ferent techniques used in this study.

2.2.1 Predictive Model and Supervised Learning

In Supervised Machine Learning, we study a system with a set of variables, called

inputs, that have an influence on one or more other variables, called outputs[11].

In the typical definition of Artificial Intelligence, a program is presented with a

set of inputs and we create the rules that it has to follow to determine the correct

output (e.g. the actions to take in a particular situation). Instead, in supervised

learning, a program is presented with a set of inputs and their associated outputs

and it then has to infer the rules that support the system that is studied[12].

This set of found rules is called the model, and it is then tested by trying to

apply its rules to a new set of inputs. The model provides a prediction based on

the inputs, and we compare them to the true outputs. The ability of the model to

provide accurate predictions consistently is most often the metric upon which we

judge the quality of a model.

The term supervised learning is used in opposition to unsupervised learning,

where no examples are needed; this can be applied for tasks where we let the net-

works find the characteristics of the inputs to differentiate them (e.g. clustering,

anomaly detection...) or to reproduce them (e.g. content generation, speech synthe-

sis...).

Supervised learning algorithms are not too different from the regression analysis

that can be found in statistical modeling, but different methods have different ways

of combining the inputs that go beyond what even nonlinear regression can do.

2.2.2 Deep Learning

This next section will be dedicated to presenting Deep Learning, from its most basic

form to the highly complex systems that will be used in this study.

2.2.2.1 Neural Networks

Among supervised learning methods, Artificial Neural Networks (simply called

neural networks hereafter), are the ones closest to nonlinear regression.
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The name Neural Network conveys the initial motivation behind the creation of

this technique; the goal is to replicate the way a human brain works, with its billions

of neurons and synapses performing highly complex calculations.

Neural networks are composed of units called cells, artificial neurons or just

neurons for simplicity; these neurons are linked to each other in layers, and each

neuron in a layer applies combinational weights to the information coming from

neurons on the previous layers to create new outputs[13].

This is to emulate the way neurons work in the human brain, and the high level

of interconnectivity is important here.

Input
layer

Hidden
layer

Output
layer

Input 1

Input 2

Input 3

Input 4

Input 5

Ouput

Figure 2.1: Representation of a simple Feed-Forward Neural Network.

The kind of network represented in Figure 2.1 is called a feed-forward network,

as the information is always passed to the next layer, its layers are dense, fully

connected to the ones after (i.e. all neurons in a layer are connected to all neurons

of the following layer) with those weighted connections (detailed in Fig. 2.2).

y(x) = f (wx+b) (2.1)

A layer between the inputs and the outputs is commonly called a hidden layer

because it is not explicitly accessed. The weights w and biases b (Eq. 2.1) are

adjusted during the training so that they can be combined with the input vector x to
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x2 w2 Σ f

Activate
function

y
Output

x1 w1

x3 w3

Weights

Bias
b

Inputs

Figure 2.2: Representation of the connections between neurons using notations
from Eq. 2.1

obtain an output y closer to the true result. The function applied to this combination

is called the activation function. Some functions that are commonly used are the

rectified linear units (ReLU), the logistic sigmoid (σ ) and hyperbolic tangent (tanh).

ReLU(x) = max(0,x) (2.2)

σ(x) =
1

1+ e−x (2.3)

tanh(x) =
ex− e−x

ex + e−x (2.4)

2.2.2.2 Training process

The training of a neural network is done in several iterations called epochs. During

every epoch, the training data is passed through the network and the outputs are

evaluated. The evaluation is based on a metric called the loss which is usually a

measure of the error of the model that we want to minimize (although sometimes it

can be an other kind of measure that has to be maximized).

The minimization (or maximization) of the loss is done through an optimization

algorithm that uses the loss to modify the weights in the networks starting from the

last ones (this is the process of backpropagation).

gt =5L(Wt) (2.5)

Wt+1 =Wt− lr ∗gt
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Different optimization algorithms have different update rules using the loss and

the previous weights and are affected by different hyperparameters. Equation 2.5

shows the update rule for Stochastic Gradient Descent[14], which is considered one

of the simplest optimization algorithms[15]. It uses the gradient of the loss and has

a single hyperparameter lr, its learning rate that many gradient-based optimizers

also have, which determines how fast the model is going to converge on the optimal

solution (a compromise is to be made between a low learning rate, which would

make the training longer, and a high learning rate that might prevent the model

from stabilizing on its optimal solution.).

v0 = 0 ; vt+1 = γ ∗ vt +gt (2.6)

Wt+1 =Wt− lr ∗ vt+1

αt−1 =
t−1

∑
i=1
5g2

i ; lrt =
lr√

αt−1 + ε
(2.7)

Wt+1 =Wt− lrt ∗gt

edat−1 = γ ∗ edat−2((1− γ)∗g2
t−1) (2.8)

lrt =
lr√

edat−1 + ε

Wt+1 =Wt− lrt ∗gt

Other gradient-based optimizers improve on this method by adding parameters

to converge faster, such as Stochastic Gradient Descent with momentum (Eq. 2.6,[16]),

or look into an adaptive learning rate such as Adagrad (Eq. 2.7,[17]) or AdaDelta

(Eq2.8,[18]).

One of the most widely used optimizers based on these methods is Adam [19],

which uses the first and second order of moment (i.e. gt and its square) in the

decay rate (Eq. 2.9) for a more complex tuning (since they are affected by separate

hyperparameters β1 and β2.

10



mt = β1 ∗mt−1 +(1−β1)∗gt (2.9)

vt = β2 ∗ vt−1 +(1−β2)∗g2
t

m∗t =
mt

1−β t
1

v∗t =
vt

1−β t
2

Wt =Wt−1− lr ∗ m∗t√
v∗t + ε

2.2.2.3 Deep Neural Networks

A neural network is called deep when it uses several hidden layers successively,

allowing for a very high complexity in the combination of the inputs, especially

when different functions are applied between each layer. The number of different

layers between the inputs and outputs is the depth of the network.

In the few years since their introduction, deep learning models have imposed

themselves as a staple of machine learning. They have been looked at for all kinds

of applications and often taken as a silver bullet for tasks that we didn’t think pos-

sible before. This is because they have shown high performance approaching or

surpassing human accuracy on supervised tasks like image recognition[20][21], lan-

guage translation[22], as well as unsupervised task like text generation[23] or image

generation[24].

However to obtain the results they obtained, these methods have greatly ex-

panded on the basic architecture of deep neural networks.

2.3 Recurrent Neural Network

Recurrent Neural Networks are a class of neural networks where, in addition to the

traditional output (vertical outputs h in Fig. 2.3), the information of one unit is also

passed along inside the same layer (horizontal outputs in Fig. 2.3). This property

gives it the ability to use its internal state as a memory of sorts and exploit part of the

information from previous states, which allows for better treatment of information

that comes in the form of sequences, such as phrases, time series, audio or video

inputs.

When unrolled, we can see that each cell receives information from all its pre-
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Figure 2.3: Recurrent Neural Network architecture showed in its compact and un-
rolled representation. Source: [25]

decessors, in addition to the normal input. In this form, we can assimilate each cell

as a layer with a very specific way of combining the data from previous cells, which

makes the RNNs analogous to a deep neural network, which means that it can be

trained in the same way.

2.3.1 Long Short-Term Memory

Long Short-Term Memory networks are an upgrade of the classic RNN[26]. They

have a memory cell that has a more complex structure than regular neurons. It

includes the input gate that updates the cell state values, the output gate that selects

the parts of the cell state to output, and a forget gate. This gate allows the internal

memory to select irrelevant information from the previous cells to be forgotten.[27]

Figure 2.4: Architecture of the LSTM cell as defined in [28].

Figure 2.4 shows the design of the LSTM cell with the notation commonly found

when laying down the equation behind the activation function vectors of the cell
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state.

it = σ(Wxixt +Whiht−1 +Wcict−1 +bi) (2.10)

ft = σ(Wx f xt +Wh f ht−1 +Wc f ct−1 +b f ) (2.11)

ot = σ(Wxoxt +Whoht−1 +Wcoct +bo) (2.12)

ct = ftct−1 + ittanh(Wxcxt +Whcht−1 +bc) (2.13)

ht = ottanh(ct) (2.14)

Equations 2.10-2.12 show the use of a logistic sigmoid ruling the updates of

the different gates, each using its own set of weights W and bias b that are learned

during the training. Equations 2.13 and 2.14 denote the two types of hidden cell

states of the LSTM. We can see that ht , which is a regularization of ct through a

hyperbolic tangent and a combination with ot , is used by the next cell in conjunction

with the bare ct .

LSTMs have been known to solve the problem of vanishing gradients that reg-

ular RNNs can suffer from[29] as the cell state accumulates activities over time and

derivatives of the error are summed[30].

Whereas RNNs get the full information from past states indiscriminately, LSTM’s

selective memory also makes it better at identifying actions and changes that can

have an impact much later (long-term dependencies)[31].

In recent years, LSTMs have been widely used in the context of Natural Lan-

guage Processing, due to their high performance in prediction and classification

tasks over long sequences, but those properties can be seen in a much wider field of

problems, and many methods like ours look to apply LSTMs to other domains.

Other networks have been developed with designs analogous to the LSTM, like

the Gated Recurrent Unit (GRU)[32] , which also has a forget gate but no output

gate (which means their cell state and hidden state are one and the same), and have

been used for their lower number of parameters yielding higher learning speed.

2.3.2 Phased LSTM

The Phased LSTM is defined by Neil et al. (2016)[33] as a further extension of the

LSTM that adds a new time gate, kt (as shown in Figure 2.5). This gate has an

opened and a closed state. When it is open, the cell functions as usual, but when it

is closed, the cell state is not updated by ct and ht .
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Figure 2.5: Architecture of a Phased LSTM cell in the same style as [28] showing
where the new kt gate takes place in the LSTM cell. Source: [33]

φt =
(t− s)modτ

τ
(2.15)

kt =


2φt
ron

, if φt <
1
2ron

2− 2φt
ron

, if 1
2ron < φt < ron

αφt , otherwise

(2.16)

As shown in Eq. 2.16, what determines if the gate is opened or closed is a

rhythmic oscillator that is independent of the rest of the model. This relationship

with the oscillator has its own three parameters that can be learned during training

: τ which is different for each neuron, s the phase shift of the oscillator and ron the

openness ratio. Figure 2.6 shows how these parameters apply graphically.

The parameter α used in the closed phase is the leak rate that allows some

important information to be propagated despite the closed gate.

c̃ j = f jc j−1 + i jσ(x jWxc +h j−1Whc +bc) (2.17)

c j = k jc̃ j +(1− k j)c j−1 (2.18)

h̃ j = o jσ(c̃ j) (2.19)

h j = k jh̃ j +(1− k j)h j−1 (2.20)
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Figure 2.6: Diagram of Phased LSTM behaviour. (a) Top: The rhythmic oscilla-
tions to the time gates of 3 different neurons; the period τ and the phase shift s is
shown for the lowest neuron. The parameter ron is the ratio of the open period to
the total period τ . Bottom: Note that in a multilayer scenario, the timestamp is
distributed to all layers which are updated at the same time point. (b) Illustration
of Phased LSTM operation. A simple linearly increasing function is used as an in-
put. The time gate kt of each neuron has a different τ , identical phase shifts, and an
open ratio ron of 0.05. Note that the input (top panel) flows through the time gate
kt (middle panel) to be held as the new cell state ct (bottom panel) only when kt is
open. Source (including caption): [33]

For the Phased LSTM, since it can be applied to irregularly sampled time points,

there is a new notation t j. The new cell states equations use the short notation

c j = ct j for cell states a time t j (and c j−1 = ct j−1).

2.4 Explainable AI

The problem with a Phased LSTM, as with any kind of Deep Learning method, is

that it is what is commonly called a "black box". Contrary to a classic regression,

the weights in a Deep Neural Network cannot be simply traced back to produce an

explanation of the decision-making process.

Some machine learning models are developed only for prediction, so they can

rely on deep learning only for its high performance, but in some cases, the mod-

els are built for applications of critical importance where we cannot afford to not

understand the inner workings of the system.

Explainable AI has already proved it could be used to develop solutions in such

applications like in the medical field[34] where the results can be reassessed by

health professionals, or to bring interpretability to the computer vision used for au-

tonomous driving[35]; two sectors where the safety of human life is on the balance.
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Explainable AI designates the methods that aim to produce explainability for a

system that does not have it by default.

2.4.1 Attention Mechanisms

Attention was first introduced by Bahdanau in 2014 [36] as a way for a translation

model to decide what parts of the word sequence to focus on when doing the pre-

diction. It was a parallel mechanism that was used in conjunction with an encoder-

decoder to separate the information and make it easier to process.

Subsequent studies have looked into attention mechanisms and modified them

to apply them to different kinds of tasks, such as translation[37] [38], document

classification[39], or even image captioning[40]. Attention generally designates

techniques that aim at enhancing certain parts of the input data.

Later works describe an attention mechanism that is an additional subnetwork

that works in parallel of the main network (in this case a RNN)[41]. Among the in-

put sequence elements, it selects the ones that will be used to update the RNN. The

subnetwork learns to generate attention weights that are then combined to the orig-

inal inputs and taken into account by the predictive part of the network. The most

common method of attention mechanisms is using dot-product attention, where the

weights and inputs are combined through a dot-product.

To generate proper weights, the outputs of the subnetwork are passed through a

softmax function (Eq. 2.21).

letx ∈ RK

so f tmax(x) =
exi

∑
K
j=1 ex j

(2.21)

The softmax function converts the outputs into values between 0 and 1, so that

they can be interpreted as probabilities, while preserving the relative weight and

making the weight’s sum add up to 1, so we can use them as an indication of what

part of the input the model should be focused on.
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Methodology

The goal of this chapter is to describe the different processes that are necessary to

carry out the objectives presented in section 1.1.

3.1 Data processing

This section will detail the shape of the data used in this study and the different

processes needed to obtain a dataset suited to our Machine Learning task.

3.1.1 HELCOM’s navigational dataset

The dataset used for navigation data is a dataset made available to us by HELCOM.

It is referred to in the rest of the study as the maritime navigation dataset. This

dataset contains files listing all signals collected in HELCOM member countries all

across the Baltic Sea. There is a file for each month from January 2009 to December

2019.

The features that have been kept in this dataset are the MMSI of the ship and

timestamp of the data point, the latitude, longitude, speed over ground, course over

ground, and draft at the moment of the recordings, as well as the IMO number and

dimensions of the ship extracted from the second recording.

The main challenge with these data comes from the unevenness of the sampling

rate; the points in our dataset are very unevenly distributed, sometimes separated by

one or two minutes, and on other occasions, there can be 15 minutes between two

points.

The reason why shorter intervals may appear comes from the fact that HELCOM

is a cooperation of many institutions that do not record the data in exactly the same

way, and the data we have are reconstructed on top of those from the two types

of signals described in section 2.1, in addition to the mix of Class A and Class B

transceivers (with their adaptive sampling rate).

The reason for longer intervals is the potential data loss that can occur if the AIS

transmitter is not sending the information properly (either due to a technical issue
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or if it was voluntarily turned off by the crew), or if the data is not received properly

(most likely due to weather conditions). In the Baltic Sea Area, maritime observers

only work with base stations. There are no satellites, since the base stations are sup-

posedly good enough to cover the area, but these base stations also have technical

limitations depending on the weather, maintenance, etc..

The last potential explanation for the timing irregularities is that the data we are

working with have already been processed by HELCOM when merging databases

from all member countries and harmonizing inputs, which includes discarding sig-

nals that contain wrong information (e.g. position on land, wrong IMO number,

wrong MMSI, etc.).

In the end, less than half of the data actually follow the standard 6-minute cycle,

and even these ones have irregularities, be it one missing point or some points being

1-2 minutes late.

3.1.2 Maritime Accidents Database

The data sources presented in the previous section do not contain a simple indicator :

whether the ship was involved in an accident. Although we could probably identify

certain accidents by analyzing strange behaviors in the draft of the ship, we will not

be able to catch all of them, so we need external data source on maritime accidents.

3.1.2.1 Source

The data we used relating to shipping accidents are extracted from an openly ac-

cessible database from HELCOM containing data from all the shipping accidents

in the Baltic Sea since 1989 (this database being updated every few years, only data

up to 2017 were available at the time of this study).

However, this database, like others of the same kind, suffers from problems of

underreporting[42]. This means that numerous accident reports are missing some

fields, and that includes some fields that we would need to identify the ships in-

volved and trace those accidents to the navigation behaviors that caused them.

3.1.2.2 Integration

Since the navigation dataset only has data from as far back as 2009, we only con-

sidered accidents that were more recent than this. The maritime dataset was also

reduced to 2009-2017 to make sure that we only take time periods where we have

information on accidents.
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To clean the accident dataset, we keep only the records that contain an indication

of when and where an accident occured and what ships were involved. From this

information, we can look inside the navigation dataset. If we have a record of a

ship navigating at that time under that identification, we can take the data before the

accident and decide on a time period where we consider the behavior as risk-prone.

For this study, we took the estimate of one hour leading to the accident.

As a matter of fact, only a few accident records add the identification numbers

of the involved ships. A total of 512 ships were properly identified out of 1297

accidents during the studied time period (note that this includes some accidents

involving two ships), 286 of which could be traced back to their behavior before the

accident.

We used the indications of where the accidents occured to identify danger areas

and used this to filter our pool of behaviors. This is to ensure that even the behaviors

we select that do not imply an accident are in zones where it is relevant to observe

them. The estimation of a danger area is 5km around the location where an accident

has taken place.

3.1.3 Behavior Sequences

The navigation dataset in its original form is a set of data points following each

other in a pseudo-continuous way. It can be ordered by timestamps and separated

by boat. However, the danger areas are the critical point in the data processing;

they give us a metric upon which we can determine how to cut the sequences (that

would otherwise have been cut arbitrarily). A sequence starts when a boat enters a

potentially dangerous area and ends when the boat has an accident or exits the area.

3.1.3.1 Coordinates projection

To allow for better generalization despite the low number of examples in the dataset,

the geographical coordinates are replaced by a projection on a relative area. Enter-

ing in a danger area marks the beginning of a sequence, and the coordinates at this

entry mark the origin point of the sequence. The coordinates for the rest of the se-

quence are replaced with relative coordinates with the distance and angle from the

origin point to the current point.

As a measure of the angle, we choose the absolute bearing of the trajectory. In

maritime navigation, the absolute bearing is the angle between the magnetic north

and an object observed from the vessel. An other way to use it, and what we are
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using here, is taking the origin point of the sequence as point of observation, and

as observed object the current point, this is the initial bearing of the trajectory. As

the vessel moves the absolute bearing will change constantly, which is why for

this coordinate system we only consider the initial bearing of the trajectory, which

is enough (combined to the point of origin and the distance) to find the current

coordinates.

Furthermore, to avoid big jumps in value when going from 359° to 0°, the bear-

ing will be denoted by its sine and cosine, which as a side-effect, will make them

analogous to a projection of the latitude and longitude in the relative coordinate sys-

tem (since the bearing is the angle between the trajectory and the north, the cosine

represents the latitudinal movement and the sine represents the longitudinal part).

Figure 3.1: Visual representation of the projected coordinates

3.1.4 Final dataset

Table 3.1 summarizes the ten features selected for the final dataset; seven of them

are from the original data and three have been derived from it.

The final data have been split into three datasets : the training, validation and

testing datasets. Each dataset is composed of 50% of sequences containing a risk-

prone behavior (as defined in section 3.1.2.2) and 50% of sequences showing only

regular behaviors. This is a proportion that has been selected because, with a lower

proportion of risk-prone behaviors, the number of false negatives increases; as risk-

prone behaviors become negligible to the model. The training, validation and testing
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datasets containing 70%, 15% and 15% respectively of the total sequences contain-

ing risk-prone behaviors, the sequences with regular behavior are selected randomly

among the big pool of behaviors linked to the danger areas.

Distance Distance from the origin point to the current point
(in km)

Bearing sine sin(bi) where bi is the absolute bearing from the
origin point to the current point, i.e. the sinus of
the angle between the trajectory (0° at origin)

Bearing cosine cos(bi) where bi is the absolute bearing from the
origin point to the current point (0° at origin)

Speed Over Ground (SOG) Speed of the ship when removing the effects of
the currents; in knots : 0.1-knot (0.19 km/h) res-
olution from 0 to 102 knots (189 km/h)

Course Over Ground (COG) Direction in which the ship is moving when tak-
ing into account the effects of the current; relative
to true north to 0.1°

Draft of the ship vertical distance between the waterline and the
bottom of the hull; between 0.1–25.5 meters

Bow dimension Distance between the AIS transmitter and the bow
(front) of the boat in meters

Port side dimension Distance between the AIS transmitter and the port
side (left) of the boat in meters

Starboard side dimension Distance between the AIS transmitter and the
starboard side (right) of the boat in meters

Stern dimension Distance between the AIS transmitter and the
stern (back) of the ship in meters

Table 3.1: Features selected for the predictive model
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3.2 Implementation of the predictive model

This section will present the decisions that have been made concerning the modeling

and implementation of our classification model.

3.2.1 Predicting over Irregular sequences

Recently, LSTMs have been widely used in the context of Natural Language Pro-

cessing, due to their high performance in prediction and classification tasks over

long sequences, but those properties can be seen in a much wider field of problems,

and many methods like ours look to apply LSTMs to other domains.

The choice of an LSTM for our problem is motivated by the same kind of ob-

jectives. Since, in our navigational data, we have consecutive recordings of the

situation of the ships, the behavior of a ship comes in the form of a sequence of

those recordings, which LSTMs should be the right technology to work with.

However, the understanding of language does not require to take into account

the timing of the words, only their place in the sentence; this is a property that we

have when dealing with real-world navigational data. And as described in section

3.1.1, the sampling rate of our data is very uneven which is bad for the LSTM, that

sees the sequences as a series of input without considering the link between them,

which is akin to implicitly assuming the data to be evenly sampled.

This is why we have chosen a Phased LSTM for our model. The original pub-

lication on Phased LSTM showed a better performance than regular LSTMs on

non-uniformly sampled data[33], and this property has proven useful in certain do-

mains, like the medical domain, where studies used Phased LSTM to solve issues

introduced by the event-based sampling of Electronic Health Records [43].

3.2.2 Architecture of the network

In our case, the Phased LSTM is used to build a predictive model that will identify

the behaviors that are considered risk-prone.

The phased LSTM implementation we have chosen makes use of the PyTorch

library for Python[44]. PyTorch is a library that provides a framework to implement

various machine learning and neural networks models. The implementation of the

phased LSTM cell is left untouched from the updated implementation provided by
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Daniel Neil, with our model built around the phased LSTM layer provided (after

adapting it to our input data).

Our problem is to discriminate between regular behaviors and risk-prone be-

haviors, so it is a binary classification problem, where the risk-prone behaviors

represent our positive class. As with a logistic regression model, we only have one

cell on the output layer (i.e. for each step of the behavior, a single value between 0

and 1 is returned) : a value closer to 0 indicates a regular behavior, a value closer to

1 indicates a risk-prone behavior. To that end, we chose a sigmoid function as the

output activation function to confine the results between 0 and 1.

In the implementation we have chosen, the input is separated into two vectors,

the regular input bX consists of the ten features we have selected as relevant to

the behavior and will be fed to the network as x, after going through the attention

mechanism. A separate vector bT contains the timestamps associated with these

data points and will indicate the values of t j for the time gate kt .

3.2.3 Training Specifics

The model’s loss function is the binary cross-entropy, which is a standard measure

of how close the results are to the expected outputs when doing binary classification.

l(x,y) = mean(L) where L = {l1, l2, ..., lN}> (3.1)

ln =−[yn · log(xn)+(1− yn) · log(1− xn)]

Equation 3.1 defines the binary cross-entropy between vectors x and y, the

model’s predictions and the true values (i.e. usually called the input and the tar-

get), by calculating the error between each predicted term and the expected term,

reduced to their mean for the error over the whole batch.

For this model we have chosen the Adam optimizer[19] which is widely used

in deep learning and has been proven as a reliable optimizer[15]. A learning rate

of 0.0001 has been found to be ideal, because the small size of our dataset prevents

the model from converging smoothly, using a learning rate lower than the defaults

slightly helped to stabilize it.

The model was trained with an early stopping clause; this ensures that the train-

ing stops when the loss on the validation set stops decreasing. Since the validation
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set does not contain the data used for training, the ability of the model to give con-

sistently accurate predictions on it is representative of its ability to generalize the

problem. Any decrease of the loss on the training set that is not reflected with the

validation set would be synonymous with overfitting, i.e. the model learning pat-

terns specific to the training model that are not useful in other data.

3.3 Explainable AI

In their Survey[45], Rojat et al. define seven potential purposes for Explainable AI

(XAI) for time series, putting trustworthiness at the center (i.e. the underlying

purpose of every XAI approach). This definition aligns with our objectives, as we

have mentioned several times the critical aspect of the maritime safety domain, and

we need a model that we can trust if we want to protect human lives.

Figure 3.2: Knowledge graph relating all the purposes of explain-ability methods
for time series. Source: [45]

Of the seven potential purposes of XAI, we have already covered one : con-
fidence (the ability of the model to assess the quality of its own predictions); as

we have decided to work with an output in the form of probabilities, this already

represents the confidence of the model in each prediction, and helps avoiding false

alarms.

The main purpose of looking into XAI in our case is explainability. The goal of
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the study is not only to classify which behaviors are risk-prone, but also to identify

what sets those behaviors apart from the rest, so that we can provide useful insights

to seafarers in order to reduce the risks taken at sea. This is why we need an XAI

approach.

There are many approaches that can be qualified as XAI, but to add explainabil-

ity to the Phased LSTM model, the one we have selected is Attention Mechanisms.

3.3.1 Attention Mechanisms

Attention Mechanisms are a combination of techniques that aim to direct the at-

tention of the model on a certain part of the input, often by applying weights that

change the way the inputs are taken into consideration by the model.

Those attention weights, while they cannot be regarded as a straight explanation

of the way the model takes a decision [46][47], can still provide insight into how to

look at the results[48].

Despite that, they are widely used in the field of NLP because they can give a

human-interpretable intuition that is easy to verify a posteriori; but other domains

might be able to take advantage of that kind of human interpretation verification as

well, as long as there are people who have the necessary knowledge to interpret it.

This is why, in this study, the interpretation obtained from the attention mecha-

nisms is meant to be presented to experts on maritime navigation, who will deter-

mine what parts of the identified behavior are actually at fault, if any.

3.3.2 Implementation of Attention-Based Phased LSTM

The biggest difference between our network and a typical neural network with at-

tention is the lack of an embedding layer, as an embedding serves better to describe

categorical value and not something continuous like our data.

As our attention mechanism, we chose a LSTM layer, as we figured that the

attention mechanism would profit from the recognition of long-term dependencies

that it provides, but the use of an additional Phased LSTM would imply the intro-

duction of a second oscillator that might conflict with the main one, which is why

we chose to make the attention mechanism time agnostic.

The attention LSTM was not made bidirectional because the model is seen as a

predictive model so we do not want to give it access to future information.

The attention LSTM layer takes the original inputs and gives 10 outputs for each
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data point (as many as the number of features our dataset has). These values then

pass through a softmax function, as described in section 2.4.1, to obtain attention

weights that can be assimilated to probabilities.

The softmax is applied over the features in each datapoint, so that the features

will receive attention when doing the prediction for the point, but the points them-

selves keep the same weight inside the sequence, since we are outputting a predic-

tion for each data point. Furthermore, the relative importance of different points in

a sequence is already managed by the time gate.

Figure 3.3: Final architecture of our Neural Network.

3.4 Evaluation of the Model

For the purpose of evaluating the model, we will review standard performance mea-

sures for classification : precision, recall and f-measure (also known as F1 score),

as defined in Equations 3.2-3.4.

precision =
true positives

true positives+ f alse positive
(3.2)

recall =
true positives

true positives+ f alse negatives
(3.3)

F1 =
2

1
precision +

1
recall

= 2∗ precision∗ recall
precision+ recall

(3.4)
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The f-measure is the harmonic mean between the precision and the recall, so it

can be seen as a compromise between the two other metrics. The idea of using a

harmonic mean instead of a standard one is to make it so that the score will plummet

if any of the two is too low. However, we will pay specific attention to the recall,

which can also be seen as the sensitivity of the model (i.e. a higher recall is a lower

chance of missing a risk-prone behavior).

This metric is very important in a domain involving the security of people, as

we prefer to investigate a behavior and find that there was actually nothing wrong

with it, instead of letting a risk-prone behavior pass us by.

This is why, while the main metric of judgement will be the f-measure, if we

need to differentiate between two models with seemingly the same performance,

we will prefer the one with a higher recall.
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Results

The goal of this chapter is to present the results of this study in terms of machine

learning architecture as well as the findings pertaining to maritime safety.

4.1 Predictive Model evaluation

This section will be showing the results obtained with our predictive model and

evaluate them according to the criteria established in section 3.4.

4.1.1 Model output

Figure 4.1: (a) Evolution of the losses during the training. (b) Evolution of the
performance measures on the validation set during the training

Figure 4.1 shows the convergence of the loss and the evolution of the perfor-

mance metrics during the training (ten extra epochs were left to show the stagnation

that was removed by the early stopping). We can see that the loss decreases progres-

sively for both datasets, and as we could expect the loss variations on the validation

dataset are not as smooth as on the training dataset, that is most likely due to the
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small size of the dataset which implies that a few errors can have a big impact on

the overall performance.

Figure 4.2: Example of a model prediction over the sequence.

Figure 4.2 shows an example of the output we get when predicting over a whole

whole sequence, as described in section 3.2.2 for each point in the sequence we get

an output that can be assimilated to a probability of being risk-prone. This sequence

of probabilities is visualized as a heatmap with the probability as the color’s inten-

sity. The beginning of the sequence (at the top) is usually not too far from 0.5 as the

network does not yet have enough information to give a very confident prediction.

As the sequence progresses, the model tends to get more confident in its predictions.

4.1.2 Performance comparison with standard networks

The final model’s performance measures are shown in Table 4.1, the model was

tested on the same classification task with and without using its attention weights,
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and other recurrent neural networks were tested to compare their performance on

the same task. The models chosen for comparison were a standard LSTM, and a

GRU.

Model Precision Recall F1-Score
Phased-LSTM
with Attention

67% 62% 64%

Phased-LSTM
without Attention

64% 64% 64%

Standard LSTM 19% 27% 22%
Gated Recurrent
Unit (GRU)

19% 21% 20%

Table 4.1: Performance results of the predictive model and other standard models
for the classification of the testing dataset

For a fair comparison, the two models without a time gate received an additional

feature representing the difference between the timestamp of the current point and

the timestamp of the point before it (contrary to the Phased LSTM’s time gate,

which receives the timestamps as-is, but feeding the timestamps as-is to these net-

works seems to produce too much noise and prevents them from giving any results).

For the sake of those metrics, any probability over 0.5 is considered a 1 (i.e.

a classification of risk-prone behavior) and values under 0.5 are considered a 0

(classification as regular behavior).

The first thing to note is that our model largely outperforms the other two models

in terms of precision and recall. The conventional models do not seem to be able to

generalize the risk-prone behaviors.

The second thing is that the difference between the phased LSTM with and with-

out attention is not as pronounced as we had expected. In other domains, attention

weights have been shown to increase the performance of neural networks on cer-

tain tasks[40][38], but our attention mechanism does not impact the performance

too much (in fact it slightly decreases the recall, which is an important metric as

described in section 3.4). This is most likely due to the fact that our attention mech-

anism is based on a regular time-agnostic LSTM.

4.1.3 Results observations

One thing we can notice when looking at the predictions of our model, is that the

model rarely gives an abrupt change from one point to the next. This could be an
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indication that the model is not able to precisely pinpoint the moment a behavior

becomes risk-prone. This is easily explained by the fact that in our original dataset,

the beginning of a risk-prone behavior was decided to be one hour before the acci-

dent, as described in section 3.1.2. This estimation means that, even in the training

data, the marked beginning of the risk prone behavior was not necessarily signifi-

cant, and the fact that the model was not able to learn this is actually a good sign

that it did not learn dependencies where they should not be.

However, it also means that the model has a lot of "inertia": Figure 4.3 shows

an example of a sequence where after a long history of (correctly classified) regular

behavior the probability of being risk prone increases again, but not fast enough to

cross the threshold of 0.5.

Figure 4.3: Another example of prediction
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4.2 Attention mechanism interpretation

Figure 4.4: Visualization of the attention weights next to the visualization of the

risk classification.

Figure 4.5: A second example of weights visualization for a more stable sequence
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When we get the predictions for a sequence, we can extract the attention weights

applied to the input. Figure 4.4 shows these attention weights as a heatmap, where

each line shows the attention applied on each feature of each data point. A more

intense shade of blue indicates a higher attention.

On Fig. 4.4 we can see a sequence where the attention alternates between the

distance traveled and the longitudinal part of the movement. Other sequences, like

the one shown on Fig. 4.5, have attention weights that stay relatively the same all

across the sequence (here focused in the latitudinal movement and the draft of the

ship).

4.2.1 Attention observations

Once we have made our predictions for the whole testing dataset, we can observe

the tendencies of the weights. Figure 4.6 represents the distribution of the weights

across all predictions.

Figure 4.6: Boxplot of the attention weights for the whole testing dataset. (note that
since we have 10 features and the attention weights are made to sum up to 1, 0.10
is our medium attention)

We can note that certain dimensions of the ship tend to receive lower attention

in general, this effect is particularly strong for the distance between the transceiver

and the stern of the ship. A possible explanation for this is that the AIS transceiver

is often posted at the back of the ship, which means that the distance behind it is

very often not indicative of the actual dimensions of the ship, and thus not relevant

to the analysis of the ship’s movement.

This was briefly considered as an indication that this feature could be removed
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from the dataset, but there were enough outliers (shown on Fig. 4.7), to justify

keeping it as it could prove relevant in cases where the transceiver is located in the

middle of the ship. The same logic can be applied to the distance to the starboard

side.

Figure 4.7: Boxplot of the weights applied on the the distance between the
transceiver and the stern showing outliers.

The other features that tend to receive a particular amount of attention are the

sine and cosine of the bearing, while on average they receive a regular 10% of

attention, their attention has a much higher variance than the other features. This

seems to be characteristic of a phenomenon that we can observe of Figure 4.5, as the

network is rarely giving attention to both direction at the same time, and especially

on Figure 4.4 often there is only one of the direction that is observed so closely.

Finally, the feature with the highest average attention is the draft of the ship.

The draft of the ship is an important variable carrying multiple information at once,

as it is a kind of height dimension for the ship but also an indicator of the sea

conditions, so it is understandable that the model focuses on it more often than the

other features.

Figure 4.8 shows that this discrepancy is even more noticeable in risk-prone

behaviors. The draft of the ship is almost the only feature to have a sensibly different

attention distribution depending on the true label (with the longitudinal movement,

which tends to have attention values closer to the median and less spread toward

higher values). Knowing that it tends to have a higher attention on average tells

us that it might be worth observing the draft more closely than any other variables

when we will be reviewing the behaviors manually, and the absence of a strong

attention might be an information in and of itself.
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Figure 4.8: Boxplot of the attention weights for behaviors with true labels (a) regu-
lar behavior and (b) risk-prone behavior.

35



Discussion

This chapter’s goal is to bring an external discussion on the results and their validity,

as well as provide a conclusion for this whole study.

5.1 Threats to validity

This sections aims to address the possible threats to the validity of this study and its

results.

5.1.1 Conclusion validity threats

Some aspects of the study threaten the validity of its results. The first hindrance

during the setting of this experiment is the small number of examples we have for

the risk-prone class. Only having 286 risk-prone behaviors to constitute our dataset

not only reduces the ability of the network to generalize, but it forced us to introduce

a major sampling bias in the data to make sure that the network wouldn’t just discard

said behaviors.

The same can be said for the criteria upon which we have decided to classify a

behavior as risk-prone. Using the report of an accident as the basis seems sound,

but big estimates were made by extrapolating what qualifies as a risk behavior from

the record of an accident. Notably, we assumed for every boat that their behavior

one hour before having an accident is a risk-prone behavior. Secondly, the danger

areas are defined as 5km around a place where an accident has occurred, despite

the fact that some of those zones are located in or close to ports, which should be

very different from a zone in the middle of the sea.

Potential solutions to this specific issue will be addressed in section 5.2.

Moreover, a compromise had to be made between removing all accidents hap-

pening at port and removing accidents linked to a technical failures, as both could

not be done without reducing the data to an unusable size. The choice was made to

filter out the accidents at port, as AIS Data does not have the granularity necessary

to observe the small movements made inside of a port (accidents on port approach

36



were still kept). The accidents related to technical failures were kept on the assump-

tion that the technical failure can influence the behavior of the ship in a way that is

visible from the data we have.

However, these issues have just been accepted as the reality of the maritime

safety sector, and unless new data is formed with the specific intent of classifying

risk-prone behaviors (possibly including risk-prone behaviors not directly leading

to accidents), the dataset cannot be expanded too fast. As we cannot retrieve earlier

AIS data and we are not hoping for an increase in shipping accidents in the Baltic

Sea, we can only hope for better accident reporting.

5.1.2 Social threats

One upside of having data that was gathered a posteriori from a general monitoring

database, is that we can safely assume that there are no social threats of any kind to

the validity of our study. Seafarers know that their behaviors are monitored all the

time but that is always the case independently of this study, and the database was

built for HELCOM’s own internal reporting so we know that our conjectures didn’t

have an impact on the data collection.

5.2 Improvements to the Data

This section describes the different shortcomings in the data used for this study, as

well as possible improvements that could give be made to the data to give better

results with the same model implementation.

5.2.1 Navigational Data

It is unmistakable that if this work were to be expanded on in future studies, a

dataset would have to be created specifically for the task at hand. The ideal form of

this dataset would a have much shorter sampling rate. Although an even one is not

necessary thanks to the Phased LSTM architecture; a sampling rate that is shorter

on average would make the behavior sequences more detailed and most probably

give a better view of the ships’ movements.
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5.2.2 Accidents

The accident database suffers from the same problem of incompleteness. As we

noted in the threats to validity, we needed to make big estimates and generalizations,

when in reality each accident is unique and should be reviewed independently, at

least when it comes to constituting the training data.

On that subject what is needed to improve the quality of the dataset would be a

closer cooperation with maritime experts, from the very beginning when constitut-

ing the data.

5.2.3 Additional Features

An other addition to give the model better insight into the behaviors to determine

their risk-prone factor would be to incorporate in the data some of the information

that the seafarers use themselves when taking decisions.

One such information would be the weather conditions at the time of record-

ing, as this has a major influence on the navigation, and some major irregularities

could be considered completely normal under bad weather while still indicating

a dangerous behavior in normal conditions. Weather information is so important

for maritime situational awareness that it has recently been studied as a potential

addition to AIS[49].

5.3 Conclusion

We have proposed an architecture that allows us to predict the risk of accident over

irregularly sampled data, using attention mechanisms to extract a potential explana-

tion of this risk. Although the performance of the predictive model was hindered by

several shortcomings in the dataset, the results are satisfactory in that they demon-

strate the ability of the model to generalize over new data samples.

Thus, this thesis has laid the groundwork for future studies to use the same archi-

tecture for the task of identifying risk-prone behaviors by seafarers. Future works

should also include a visualization support to facilitate the transfer of knowledge to

maritime experts without any knowledge of Artificial Intelligence and we have good

hopes that it can be used for all sorts of Explainable AI approaches over irregularly

sampled time series.
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